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Abstract In order to solve the uncertainty of robot’s grabbing position of moving
objects, a control method based on RBF (radial basis function) neural network and
PD (proportional-derivative) for crawling dynamic targets is proposed. The Kalman
filter algorithm is used to estimate the pose of the moving target. The information of
the pose estimator is used as the input of the adaptive neural network controller. An
adaptive robust control scheme based on RBF neural network and PD is proposed.
It ensures that the trajectories are accurately tracked even in the presence of external
disturbances and uncertainties. The machine learning method is implemented into a
vision-based control scheme to compensate for the uncertainty of the estimated
grasping position and improve the success rate of the robot’s accurate grasping.
Finally, the experiment was carried out to verify the effectiveness of the proposed
method.
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1 Introduction

In recent years, visual servo has been increasing attention paid to the field of
robotics and control. Robot motion control uses direct visual sensory information to
achieve a desired relative position between the robot and a moving object in the
robot environment, accurate access to the target pose and motion to automatically
control the robot to track and grasp the moving target. Because of non-invasive,
non-destructive and non-contact, computer vision is specifically used as a sensing
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system for obtaining the required information [1–7]. Thus, a visual servo control
system has been developed to control the posture of the end effector of the robot
arm relative to the target based on the feedback of the visual system. A single
moving camera can be used to track the position of a known moving object in the
image plane based on past images and past control inputs to the mobile platform
[8]. Automated capture of non-cooperative targets by robotic manipulators requires
not only tracking the motion of the target [9, 10], but also predicting the rendezvous
point and following the specific approximation trajectory of the end effector based
on the estimated posture and motion of the target [2, 4]. The control loop in Visual
Servoing has different architectures, such as look-and-move structure and perweiss
structure [11]. The look-and-move structure has an internal feedback controller, as
being used in many industrial robots. Such structure may accept Cartesian velocity
or incremental position commands and permits to simplify the design of control
signal [11].

There are three main approaches in VS [12], Position-Based Visual Servoing
(PBVS) [13], Image-Based Visual Servoing (IBVS) [14], and “2&1/2 D” visual
servoing [15], where PVBS is the most frequently used method [13]. In PBVS, the
control signal is produced based on the estimation of position and orientation (pose)
of the target with respect to the camera. The accuracy of the estimated pose is
directly related to the measurement noise and the camera calibration [16]. Extended
Kalman Filter (EKF) and Unscented Kalman Filter (UKF) have been developed to
deal with the pose estimation in the noisy and uncertain situations. The afore-
mentioned estimators have shown to be quite effective in practice [17–19]. In order
to calculate the velocity and acceleration of the target, the appropriate dynamic
model for the relative motion between the camera and the target is necessary.
Conventional models are applied based on the constant velocity or the acceleration
model which assumes invariable relative velocity or acceleration at each sample
time [20].

After estimating the pose of the target object, the main goal in VS problem is to
enhance the performance of tracking via a controller. Since the system eye to hand
(a robot) has nonlinear dynamics, a nonlinear controller has to be designed for this
purpose. For such a design, we use adaptive neural network control in order to
achieve the robust performance in the noisy environment and in the industrial
environments. Generally, in many forms of VS, the path planning and controlling
the end effector of robot are performed separately. By using adaptive neural net-
work control approach, the aforementioned tasks can be combined together. In the
adaptive neural network controller, the error between the actual target and the
desired target position is fed to the PD controller using the visual information
provided by the camera, and The PD controller calculates the joint speed when the
error is zero, and then the RBF neural network controller is designed so that the
joint speed of the robot converges to a given speed input. In this paper, the esti-
mated values are obtained from a UKF cascade structure which has been recently
proposed in [21]. The information of the estimated model and the observation
inherits uncertainties which can be directly considered in the proposed controller.
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Neural network has a well-known property that it can approximate arbitrary
nonlinear functions and learn through examples, and hence it allows robot control
without structure assumed in the aforementioned adaptive control laws. For a planar
robot manipulator, Kim et al. [22] used an RBF neural network combined with a
robust controller to compensate for uncertainties in dynamics. Chen [23] proposed
an adaptive radial basis function (RBF) neural network controller for a
multi-fingered robot hand that compensates for the uncertainties in kinematics,
Jacobian matrices and dynamics. With the compensation for dynamic uncertainties
using a RBF neural network, Xie T, Yu H et al. compared RBF networks with other
networks [back propagation (BP), Kohonen networks, etc.], and the results of the
comparison indicate that the non-linear function approximation capability of RBF
networks is prior to that of other networks [24]. Yang H. J. et al. validated that RBF
networks can effectively improve the robustness of the controller when the system
parameters have a large uncertainty [25]. In the above-mentioned contributions, the
parameter uncertainties including the camera calibration, depth and dynamics were
discussed; however, there is a lot of uncertainty in the real world. Because of
uncertainty, the models we use in grasping are basically inaccurate, or even wrong.
At the same time, there is not enough good sensor which can real-time feedback
real state. Hence, it is very difficult to accurately control the robots to grasp the pose
we desire. To sum up, the uncertainty of the robotic grasping position is still not
better resolved so far. Therefore, aiming at the uncertainties such as time delay and
occlusion in the process of robot grasping, this paper presents a PD based adaptive
neural network control method, adopting a RBF network to deal with the uncer-
tainty of the grasp position. The information of the pose estimator is used as the
input of the adaptive neural network controller, and control command is generated.
In combination with the software gripper, the robot’s grasping was achieved.
Finally, experiments are carried out to verify the tracking performance of the
industrial robot in grasping control of the moving object.

2 Kinematics of Robot Arm

The robot manipulator is shown in Fig. 1. It has six joints from base to the end of
robot arm, namely, base joint (h1), shoulder joint (h2), elbow joint (h3), wrist joint
(h4), wrist joint (h5) and wrist joint (h6). The soft hand is installed at the robot’s
end-effector, and the gripper is usually not considered as a robotic joint since it will
be activated only after the end-effector is aligned with the target. Therefore, only the
degrees of freedom (DOF) of the six rotational joints will be considered in the robot
controller.

For the PBVS, it is natural to describe the target in relative to the soft hand. The
spatial position of end effector is described by the stationary Cartesian coordinate
frame (x0). The local coordinate frame (Xg) defined attached to the gripper with
y-axis and z-axis aligned with the rotational axes of wrist(h6). Next the kinematics
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relationship between the rotational joint positions and the corresponding Cartesian
position of the end-effector in the workspace is defined as:

X0

1

� �
¼ T0g hð Þ Xg

1

� �
ð1Þ

where T0g hð Þ is the 4 � 4 DH transformation matrix from the gripper coordinate
frame to the global coordinate system and h ¼ h1; h2; h3; h4; h5; h6f g is the vector
of joint angles which is defined in the joint space respectively, as shown in Table 1.

Similarly, transformation from the camera coordinate system (Xc) to the
soft-hand coordinate system (Xg) can be expressed as:

Xg

1

� �
¼ Tgc hð Þ XC

1

� �
ð2Þ

Fig. 1 UR robot and joint
axis

Table 1 D–H parameters of manipulator

i ai-1 (mm) ai-1 di (mm) hi (Zero
position)

Joint
variable

Range of joint
angle

1 0 0° d1 = 94.5 h1 = 0° h1 −180° * 180°

2 0 −90° d2 = 130.5 h2 = −90° h2 −180° * 180°

3 a2 = 425 0° d3 = 120 h3 = −90° h3 −180° * 180°

4 a3 = 392.5 −90° d4 = 93 h4 = 0° h4 −180° * 180°

5 0 −90° d5 = 93 h5 = 180° h5 −180° * 180°

6 0 0° 0 h6 = 0° h6 −180° * 180°
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where Tgc hð Þ is the 4 � 4 DH transformation matrix from the camera coordinate
system to the gripper coordinate system. The camera frame Xc is defined as x-axis
and y-axis lie in the image plane, while the z-axis is parallel to the axis of forearm
and pointing towards the target.

Therefore, the velocity and acceleration velocity relationships between the
end-effector and joints are:

_Xe ¼ J hð Þ _h and €Xe ¼ J hð Þ€hþ _J hð Þ _h ð3Þ

where J hð Þ is the Jacobi matrix of robot.
If Jacobi is invertible, it can gain from inverse kinematics that:

_h ¼ J þ hð Þ _Xe ð4Þ

where J þ hð Þ ¼ JT hð ÞJ hð Þð Þ�1JT hð Þ is Moore-Penrose pseudo-inverse of the
Jacobi matrix.

3 Attitude Estimation of Camera Model/Moving Object

3.1 Attitude Estimation of Camera Model

Suppose the coordinates {xT, yT, zT}
T of the target feature point are known in the

target coordinate system. In other words, the visual system has to be calibrated in
advance. Then, the uniform relationship between target and camera frame can be
described by the Eq. (5):

xC
yC
zC
1

8><>:
9>=>; ¼

xT0

RTC
yT0
zT0

0 0 0 1

264
375 ð5Þ

where {xC, yC, zC}
T is the coordinates of the same point in the camera coordinate

system. The pose of a target can be described by the Cartesian coordinates {xTo, yTo,
zTo} of the frame origin which is fixed on the target in relative to the camera frame
and the Eulerian angle {hx, hy, hz}

T of this frame regarding to the camera frame.
The pinhole camera model which is applied in this paper is shown in Fig. 2.

RTC represents the transformation between the target frame and the camera frame,
RTC elements are expressed as rij. The feature points on the target are projected
onto the physical image plane through the Eq. (6):
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xm ¼ �f
xC

yC � f
¼ �f

r11xT þ r12yT þ r13zT þ xT0
r21xT þ r22yT þ r23zT þ yT0 � f

zm ¼ �f
zC

yC � f
¼ �f

r31xT þ r32yT þ r33zT þ zT0
r21xT þ r22yT þ r23zT þ yT0 � f

8><>: ð6Þ

where f is the focal length of camera, and {xm, zm}
T stands for the projection image

coordinates of the feature point. For a calibrated camera, the focal length is known
in advance.

As described above, the photogrammetry is memoryless and prone to the image
noises, which may result in large fluctuation of estimated target pose. Besides,
photogrammetry can’t estimate the motion of target directly, which is an important
parameter for trajectory planning of the robotic manipulator to perform autonomous
grasping in a dynamic environment. It has poor real-time performance of pose
estimation. To address these challenges, an unscented Kalman filter (UKF) with
photogrammetry is presented in the following.

3.2 Pose Estimation of Moving Object

The Kalman filter is an optimal estimation algorithm for a linear system with
independent white noise of normal distribution [26]. The camera model in Eq. (6) is
highly nonlinear, while the traditional Kalman filter is the linearization of nonlinear
functions. There are disadvantages such as low accuracy, poor stability, slow
response to the target maneuver. The UKF approximates the probability density
distribution of the nonlinear function, and uses a series of determined samples to

Fig. 2 Pin-hole camera model
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approximate the posterior probability density of the state, overcoming the above
shortcomings. Therefore, in order to ensure stability of robot control and smooth-
ness of target attitude estimation, attitude and motion of the moving object were
estimated by combining photogrammetry and UKF in this paper. This robust
method leads to a better performance in an uncertain and noisy environment.
Output of the photogrammetry was used as the input of Kalman filter. Then,

Let {X} be the state vector of the target, including the pose, velocity and
acceleration velocity with respect to the camera coordinate system:

Xf g ¼ xT0; _xT0;€xT0; yT0; _yT0;€yT0; zT0; _zT0;€zT0; hx; _hx; €hy; hy; _hy; €hy; hz; _hz; €hz
n o

ð7Þ

Then, the Kalman filter model of the target in discrete time form can be defined
as:

xf gkþ 1¼ A½ � xf gk þ B½ � wf gk ð8Þ

where the subscript (k + 1) refers to the state of time step k + 1, [A] is the state
transfer matrix, and [B] is the disturbance transition matrix related with the process
noise vector {w}k.

The 18 � 18 transition matrix [A] is composed of six 3 � 3 block diagonal
sub-matrixes a½ �, such as:

a½ � ¼
1 dt d2t =2
0 1 dt
0 0 1

24 35
where the disturbance transition matrix [B] is the 18 � 6 sparse matrix which has
the following non-zero elements:

B3 i�1ð Þþ 1; i ¼ d3t
6
;B3 i�1ð Þþ 2; i ¼ d2t

2
;B3 i�1ð Þþ 3; i ¼ dt

Here, dt refers to the sampling period and i = 1, 2, …, 6. The process noise
vector{w}k includes vibration of the target and is hypothesized obeying to the
zero-mean white Gaussian distribution with its covariance, [Q]k.

wf gk¼ vxTo;vyTo;
vzTo;vhz;vhy;vhx

� �T �N 0; Q½ �k
� � ð9Þ

Generally speaking, the covariance matrix of process noise [Q] is difficult to be
determined in advance due to non-synchronization of target and unknown motion
of the camera. In the current work, it is found that the following constant process
noise covariance matrix works well after tuning the Kalman filter in experiments.
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Q½ � ¼

5 0 0
0 5 0
0 0 5

0 0 0
0 0 0
0 0 0

0 0 0
0 0 0
0 0 0

5 0 0
0 5 0
0 0 5

2666664

3777775� 10�6

4 RBF-PD Control Method for Robot Grasping
of Moving Object

In visual servo cycle, firstly, an image is captured by a camera and then the desired
features are extracted from the mentioned image. Finally, the position, velocity and
acceleration velocity of the object are estimated by UKF estimator. Offset in relative
to pose is defined as the input and is used in the adaptive neural network controller.
Then, the control signal (velocity) is generated by the controller and is proportional
to each DOF of robot. According to singularity avoidance, this signal is used to
solve the inverse kinematic problem in order to calculate angle of each joint.
Finally, the outcome signal is commanded the internal controller of our industrial
robot. Attentions should be paid to that the controller can be viewed as a perfect
tracker due to the internal controller. The whole process is repeated until the target
object is tracked perfectly.

In this paper, an adaptive neural network controller is used to perform visual
servo on the mentioned tasks, and stability of the whole control system is proved by
the Lyapunov theory. Moreover, robustness of the adaptive neural network con-
troller to uncertainty of grasping position and estimated noise provides appropriate
tracking performances to the whole visual servo system.

Structure of the proposed control method is shown in Fig. 3. In the visual
servoing control, the desired pose error of end effector in visual tracking is n. Then,
the PD controller is used to generate the pose screw _xpd

� �
of end effector. In

addition, RBF neural network control is used to compensate uncertainty of the
grasp position and visual servo error to gain the pose screw _xnnð Þ. Finally, the
desired pose screw of the end effector _xldð Þ is acquired. During the closed-chain
control, the current pose error of the end effector is defined as n.

The desired pose error of end effector nð Þ which is mapped from image space to
the Cartesian coordinates is:

n ¼ xd tð Þ � x tð Þ ð10Þ

Here, xd(t) and x(t) are desired pose and actual pose of end effector of robot in
the world coordinate system. xd(t) is calculated from the Eq. (8) and x(t) is mea-
sured by encoder.
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Next, it can be gained from derivation of the Eq. (10):

_n ¼ � _xld þDn _xld; s; _n
� 	

ð11Þ

To regulate the desired pose error n, the desired velocity screw in the Cartesian
space is designed as follows:

_xld ¼ _xpd � _xnn ð12Þ

where _xpd is the PD control signal:

_xpd ¼ KpnþKd
_n ð13Þ

where Kp > 0 and Kd > 0 are the control parameter matrixes. _xnn is the feedback
neural network control to compensate modeling error of the visual servoing system

Dn _xld ; s; _n
� 	

. If _xnn ¼ 0, it indicates that the visual servoing is only the general PD

control without the compensation of system uncertainty. To eliminate system error

Dn _xld ; s; _n
� 	

, a control variable _xnn needs to be designed and the neural network

control needs to be adopted to approximate nonlinear function Dn _xld ; s; _n
� 	

.

The system error vector of the visual servo is R ¼ Rn; n½ � 2 R12. Additionally,
state equation of system error is obtained by Eqs. (11) and (13):

_R ¼ A� RþB� _xnn � Dn _xld ; s; _n
� 	� 	

ð14Þ

Fig. 3 Adaptive neural network controller
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where the state matrix A 2 R12�12 and the input matrix B 2 R12�6 are:

A ¼ 06�6 I6�6

�Kd �Kp


 �
;B ¼ 06�3 06�3

I6�3 06�3


 �
RBF network is used to approximate Dn. The input vector of RBF network is

xin ¼ _xld; s; _n
h i

2 R22, and h ¼ h1; h2; . . .; hn½ � 2 Rn.The radial basis vector with

Gaussian function (hi) is as follows:

hi ¼ exp
xin � cik k2

b2i

 !
; i ¼ 1; 2; . . .; n ð15Þ

where ci is the center and bi is the distance of the i-th neuron of the basis function.
The output vector Dn of RBF network is:

Dn _xld ; s; _n
� 	

¼ WThðxinÞ ð16Þ

where W 2 Rn�6 is the weight matrix and n is number of neurons in the hidden
layer. Based on Eq. (11), the approximation error eð Þ of nonlinear function Dn is
introduced as follows:

Dn _xld; s; _n
� 	

¼ WTh xinð Þþ e ð17Þ

With respect to the approximation error eð Þ, if the optimal weight matrix W* is
defined on the compact set H, the upper limit of the approximation error can be
defined as:

e� ¼ sup Dn _xld ; s; _n
� 	

�WTh xinð Þ
��� ���; xin 2 H ð18Þ

Therefore, the approximation error eð Þ that corresponds to the optimal weights
W* is bounded by ek k� e�.

For the approximation error eð Þ, if the optimal weight W* is bounded by a
known positive value W�k kF �Wmax.

The RBF neural network control algorithm is designed as:

_xnn ¼ bWTh xinð Þ � Kr bW��� ���
F
þWmax

� 	
Rk k= rk kð Þr ð19Þ

where bW is the estimation matrix of W and the estimation errors are defined as
_W ¼ W � bW . The last term in Eq. (19) is the robust signal with a diagonal matrix
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Kr > 0 and r ¼ RTPB
� �T

�R6.P 2 R12�12 is the positive definite solution for the
Lyapunov equation ATP + PA + Q = 0, where Q 2 R12�12 is a positive definite
matrix.

The network is trained online by the following adaptive laws:

_bW ¼ ChrT þ jC Rk k bW ð20Þ

where C[ 0 and j[ 0 are the adaptive design parameters.
The desired velocity _xld screw in Eq. (12) can be gained from Eqs. (11), (19) and

(20), thus enabling to obtain the desired pose screw (xld) by the integral operation.
With respect to RBF neural network control law (19) and weight adaptive law (20),
the system error Rð Þ and neural network weight _W

� �
are uniformly ultimately

bounded in the compact set xin�H.
The approximate error of uncertainty function Dn by RBF neural network is

defined as:

enn ¼ Dn _xld ; s; _n
� 	

� bWTh xinð Þ

Substitute the Eq. (17) into the above equation:enn ¼ e� bWTh xinð Þ:
The Lyapunov candidate function is established: Vnn ¼ 1

2R
TPRþ 1

2! tr bWT _W
� 	

Calculate differential of Vnn along the error dynamics (14):

_Vnn ¼ � 1
2
RTQRþ eTBTPR� hT eWBTPRþ 1

!
tr _eWT eW� 	

Considering hT eWBTPR ¼ tr BTPRhT eW
 �
, we have:

_Vnn ¼ � 1
2
RTQRþ eTBTPRþ 1

!
tr �!BTPRhT eW þ _eWT eW� 	

Substitute the Eq. (24) into _Vnn:

_Vnn ¼ � 1
2
RTQRþ eTBTPRþ k1 xink ktr bWT eW� 	

By using the inequalities,tr ~RT R� ~R
� �
 �� ~R

�� ��
F Rk kF� ~R

�� ��2
F �, then:

tr bWT bWh i
� eW�� ��

F W�k kF� eW�� ��2
F
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The following equation is used:

�k1 eW�� ��
Fwmax þ k1 eW�� ��2

F¼ k1 eW�� ��
F�

wmax

2

� 	2
� k1

4
w2
max

Then:

_Vnn � � Rk k 1
2
kminQ Rk kþ k1 eW�� ��

F�
wmax

2

� 	2
� k1

4
w2
max � e0k kkmaxP

� �
To ensure _Vnn � 0, the following conditions need to be satisfied:

1
2
kminQ Rk k	 k1

4
w2
max þ e0k kkmaxP

Then, if Rk k	 2
kminQ

e0k kkminPð Þþ k1
4 w

2
max, _Vnn is negative.

Therefore, the system tracking error R and weight matrices eW are uniformly
ultimately bounded.

For the proposed control law (19), the hybrid control consists of a closed loop
system controlled by a deviation and an open loop system directly controlled by a
disturbance signal. In this paper, the RBF neural network controller implements
feedforward control to achieve the inverse dynamic model of the controlled object;
PD implements feedback control to ensure system stability while suppressing
disturbances. This hybrid control greatly improves the system’s tracking accuracy
and dynamics.

The proposed scheme is non-regressor based and requires no information about
dynamic uncertainties and external disturbances of robot grasping. Using the RBF

neural network to approximate the uncertain term Dn _xld ; s; _n
� 	

, can avoid using

fixed large boundedness of robust controller to guarantee good performance,
because large boundedness implies high noise amplification and high control cost.

The designed controller consists of two components. The first component is
common PD control term which is used to guarantee the stability of the system and
achieve uniformly ultimately performance. The second component is the adaptive

RBF neural network to approximate the uncertain term Dn _xld ; s; _n
� 	

, and it is the

robust term to attenuate disturbances.
As far as we know, all adaptive control methods should satisfy the persistent

excitation condition due to the assumption that all the uncertainties in the system
can be parameterized by the constant coefficient, but for the real systems, the
assumption cannot be satisfied completely. Therefore, in our approach, we use the
RBF neural network to deal with the uncertainties in the systems of the robot
grasping, and avert the complex computation. There will relax the requirement of
persistent excitation condition, and only require that the weight of neural network is
convergent. Through the proof of the theorem (19), the designed tuning law of the
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weight of RBF neural network can converge, consequently, the proposed control
approach doesn’t require the persistent excitation condition.

5 Experimental Analysis

5.1 Experimental Platform

The industrial camera of experimental platform is fixed above the robot workspace
with the accuracy of 0.1 mm, resolution of 1600 � 1200 pixels and 30 frame/s
(Fig. 4). The camera intrinsic and extrinsic matrices are calibrated by camera cal-
ibration tool box:

M ¼
1817:84 0 787:222 0

0 1818:79 595:201 0

0 0 1 0

264
375;

T ¼

�0:010705 0:999331 �5:19069 354

0:998846 0:012369 �3:2054 317
0:046804

0

�0:034422

0

22:99

0

665

1

26664
37775

The initial joint angles q = [−0.563, −0.183, −0.656, −0.996, 1.283, 0.996] are
given, and unit of joint angle values is rad. In the Cartesian coordinate system, the
coordinates of end effector of robot is p = [7.61, 467.61, 0.03] mm. Parameters of
RBF neural network are fixed: the node centers (ci) in the hidden layer are chosen
so that they were evenly distributed to span the input space of the network, bi= 10
and the neuron number of the hidden layer is n = 45. Control parameters are set as
follows.

Fig. 4 Experimental
platform
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5.2 Experiment and Analysis

The experimental results of autonomous grasping of moving target will be pre-
sented in here to illustrate the desired and current joint positions of the torso h1, the
shoulder h2 and the elbow h3. The grasping operation will be examined in detail
where the target is acquired in stage 1 and the Kalman filtering algorithm begins to
output the desired values for joint angles. Stage 2 denotes the beginning of tracking
and the input of actual joint positions. In this stage, robot arm moves to the target
quickly and its joint positions change greatly, causing violent vibration of the
motion. To avoid collision with targets and improve the reliability and accuracy of
grasping operation, the robot arm comes close to the target slowly, which is
accompanied with slow changes of joint positions and light vibration of movement.
When the end effector of the robot arm is close enough to the moving object, stage
3 takes effect and the robot grasps the object.

The experimental process of grasping the moving target can be divided into three
stages. Experimental results of three stages are shown in Figs. 5, 6 and 7. The 0–
13.65 s is at the first Stage, which searches and locks the object by the visual
system and calculates inverse kinematics of robot. 13.65–34.7 s for the SMC
(sliding mode controller) [27] algorithm and 13.65–30.99 s for the RBF-PD control
algorithm are in the second stage. Visual system tracks movement of the object
according to color invariant moment feature in order to increase imaging efficiency.
Based on estimations of object pose and motion, the robot begins to track and
approach to the object. When the end effector approaches to the object, both desired
and actual joint angles begin to change simultaneously. This is because continuous
change of positions of the object and end-effector takes place simultaneously when
the attitude error between end-effector and object decreases gradually. However, the
estimated desired joint angle is smoother than actual joint angle, because there’s
some residual vibration of joints in actual movement. After 34.7 s for the SMC
algorithm and after 30.99 s for the RBF-PD control algorithm are in the third stage.
The robot arm grasps the moving object successfully.

t=13.65s

t=30.75s
t=34.5s

Fig. 5 The angle curve of
torso (h1) joint
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Angle curves of h1, h2 and h3 of the robot arm are shown in Figs. 5, 6 and 7. The
blue dotted line is the desired joint angle, the red solid line is the actual joint angle
using the traditional PD control algorithm, and purple solid line is the actual joint
angle using RBF-PD control algorithm. As can be seen from the figure, the tradi-
tional PD control algorithm takes long adjustment time, and it costs about 22.58 s
from 13.65 s to about 36 s before stabilization. The RBF-PD control algorithm
takes short adjustment time, about 17.52 s from 13.65 s to about 31 s. Therefore,
the RBF-PD control algorithm is superior to traditional PD control algorithm in
term of adjustment time, which shows that it can track and move close to the object
in the short time and can also increase reliability and accuracy of grasping.

The measurement error curves of the first three joint angles by the SMC algo-
rithm are shown in Fig. 8. The measurement error curves of the RBF-PD control
algorithm are shown in Fig. 9. Blue dotted line is the actual joint angle error of h1,
red solid line is the actual joint angle error of h2, and the purple solid line is the
actual joint angle error of h3. It can be seen from Fig. 9 that the average errors of
three joint angles from 13.65 to 35.1 s are about 0.042, 0.025 and 0.018 rad,
respectively. In Fig. 10, the average errors of three joint angles from 13.65 to 30.8 s
are about 0.021, 0.013 and 0.007 rad. 20 s later, the SMC algorithm still has great

t=13.65s

t=30.95s

t=34.7s

Fig. 6 The angle curve of
shoulder (h2) joint

t=13.65s

t=31.27s

t=34.9s

Fig. 7 The angle curve of
elbow (h3) joint
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average error and great disturbance, but the RBF-PD control algorithm has stable
error, accompanied with slow changes, and the error value approaches to 0 grad-
ually. Therefore, joint angle error of the RBF-PD control algorithm is smaller than
that of the SMC algorithm. Moreover, it can be seen from the graphs in Figs. 9 and
Fig. 10 that joint angle changes of the RBF-PD control algorithm are gentler than
those of the SMC algorithm, indicating that the RBF-PD control algorithm has
strong anti-interference from noises and high robustness. Finally, experimental
results demonstrated that compared to the SMC algorithm, the RBF-PD control
algorithm achieves higher grasping accuracy and efficiency, 20% shorter adjust-
ment time. Specifically, errors of h1, h2 and h3 are decreased by 27, 16 and 35%,
respectively.

t=35.1s

Fig. 8 Joint angle error of
robot based on SMC control

t=30.8s

Fig. 9 Joint angle error of
robot based on RBF-PD
control
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6 Conclusion

To solve the uncertainty for robot grasping of moving object, a RBF-PD control
algorithm is proposed by combining PBVS-based RBF neural network and PD. The
machine learning method is applied in the visual grasping control scheme of robot
to offset uncertainty of grasping positions. Based on Lyapunov stability theory, the
proposed control scheme can guarantee the stability, the uniformly ultimately
bonded of the closed-system and the tracking performance of robot grasping sys-
tem. Through experiment, the proposed controller is verified that it is robust not
only to external disturbances but also to the parameter and non-parameter
uncertainties.
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